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If You Thought Database Restores Were
Slow, Try Restoring From ansi=hy@=Sekes
C

By: Denny Cherry

Published On: July 20, 2015

Recently | did something which | haven't had to do for a VERY long time, restore a database off of an
EMC Data Domain. Thankfully | wasn't restoring a failed production system, | was restoring to a
replacement production system, so | was getting log shipping setup.

I've worked in plenty of shops with Data Domains before, but apparently I've blocked out the memories
of doing a restore on them. Because if your backups are done the way EMC wants them to be done to
get the most of the Data Domain (uncompressed SQL Backups in this case) the restore process is
basically unusable. The reason that we are backing up the databases uncompressed was the allow the
Data Domain to dedupe the backups as much as possible so that the final backup stored on the Data
Domain would be as small as possible so that it could be replicated to another Data Domain in another
data center.

The database in this case is ~6TB in size, so it's a big database. Running the restore off of the EMC Data
Domain, was painfully slow. | canceled it after about 24 hours. It was at ~2% complete. Doing a little bit
of math that database restore was going to take 25 days. While the restore was running we tried calling
EMC support to see if there was a way to get the EMC Data Domain to allow the restores to run faster,
and theyanswer was no, that's as fast as it'll run.

After stopping the restore, | backed up the same database to a local disk, and restored it to the new
server from there. This time the restore took ~8 hours to complete. A much more acceptable number.
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If you are using EMC's Data Domain (or any backup appliance) do not use that appliance as your only
location of your SQL Server backups. These appliances are very efficient at writing backups to them, and
replicating those backups off to another site (which is what is being done in this case). But they are
horrible at rehydrating those backups so that you can actually restore them. The proof of this is in the
throughput of the restore commands. Here's the output of some of the restore commands that were
running. These are for full backups, so there's nothing for SQL Server to process here, it's just moving
blocks from point A to point B.

RESTORE DATABASE successfully processed 931 pages in 6.044 seconds (1.203 MB/sec).

RESTORE DATABASE successfully processed 510596 pages in 1841.175 seconds (2.166 MB/sec).
RESTORE DATABASE successfully processed 157903 pages in 440.849 seconds (2.798 MB/sec).
RESTORE DATABASE successfully processed 2107959 pages in 4696.428 seconds (3.506 MB/sec).
RESTORE DATABASE successfully processed 77307682 pages in 118807.557 seconds (5.083 MB/sec).
RESTORE DATABASE successfully processed 352411 pages in 816.810 seconds (3.370 MB/sec).
RESTORE DATABASE successfully processed 8400718 pages in 23940.799 seconds (2.741 MB/sec).
RESTORE DATABASE successfully processed 51554 pages in 111.890 seconds (3.599 MB/sec).
RESTORE DATABASE successfully processed 1222431 pages in 3167.605 seconds (3.014 MB/sec).

The biggest database there was restoring at 5 Megs a second. That was 33 hours to restore a database
which is just ~606,816 Megs (~592 Gigs) in size. Now before you blame the SQL Server’s or the network,
all these servers are physical servers running on Cisco UCS hardware. The network is all 10 Gig
networking, and the storage on these new servers is a Pure storage array. The proof that the network
and storage was fine was the full restore of the database which was done from the backup to disk, as
that was restored off of a UNC path which was still attached to the production server.

When testing these appliances, make sure that doing restores within an acceptable time window is part
of your testing practice. If we had found this problem during a system down situation, the company
would probably have just gone out of business. There's no way the business could have afforded to be
down for ~25 days waiting for the database to restore.

Needless to say, as soon as this problem came up, we provisioned a huge LUN to the servers to start
writing backups to. We'll figure out how to get the backups offsite (the primary reason that the Data
Domain exists in this environment) another day (and in another blog post).

Denny
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Wednesday, Sep 21+ 12:37 PM

Texting with (205) 315-3979 (SMS/MMS)

Hello Matt, Let me know if you got my

text.
o Thanks. Charles Giancarlo

12:37 PM

@ F@ Text message




a8 71A= Ao|H S A2| 2

Oid O &= 712 22{0] EfZI0| &2 ST,

LS —

9% 7} A|ZFEF 4O12] OJALO] HIL BIAY”

7t SHof| T2 AIZHE HIE

[=)

80%

71% 72.7%

70%

60% 1 25%
g 50%
E 17%
§ 40%
2 0% 2.5% 5% 7.5% 10% 12.5% 15% 17.5% 20% 22.5% 25%  27....
& 0% Share of respondents
20% 2
® >$5M @ $2Mto $5M @ $1Mto $2M
10% ® $501,000 to $1M ® $401,000 to $500,000 © $301,000 to $400,000
@ $201,000 to $300,000 @ $101,000 to $200,000 @ $50,000 to $100,000
” 018 So10 - - - - ® $10,000 to $50,000 @ Up to $10,000
https://www statista.com/statistics/204457/businesses-ransomware-attack-rate/ https://www statista.com/statistics/753938/worldwide-enterprise-server-hourly-downtime-

cost

O PuresTORAGE Pure Orange Shot #3 _


https://www.statista.com/statistics/204457/businesses-ransomware-attack-rate/
https://www.statista.com/statistics/753938/worldwide-enterprise-server-hourly-downtime-cost/
https://www.statista.com/statistics/753938/worldwide-enterprise-server-hourly-downtime-cost/

RANSOM MAL WARE

23, 232 221 Ny opg ATEQOf

28 U= A= o Wtr| e ALHO Cfet

m—
UHAE 252 M
Uzo| obkf AT EY 0]

o PURESTORAGE Pure Orange Shot #3 |



ClIO|E] 2t= 3t A Clole ¥=3t 22et 2 AE S
=]
| | | | —
X
X \ T
\g | ol X >f
¢4 Oy & M
(2 20522 T2 Ho|H % o > N
o E oo — = ’ %‘/\Q< % 22 G
A L oY 2 Sy T 2%
(YEtH o2 50-200 Y 0]4)

O PuresTORAGE

7t

-

AAH CHZEFY Al

Pure Orange Shot #3 .



4

$durce: Veeant 20224



https://www.veeam.com/ko/wp-veeam-ransomware-trends-infographic-2022-apj.html

A0 SHO CHEFe| GIO]Eqo]] CHet

ol AME71s¢el O|0|E A=

e

2 Hlojg] 27

O puresTORAGE Pure Orange Shot #3



#1, e

N

v
exEs
(2ndslo] 2t

O puresTORAGE

390l A0

RPOO|| T2

Disable Eradication

—_ " A
(Golden-Copy)

2k AL
Efo|of 44

24AIZH0M 2IH 302742
INTPEE

SESID AR H|0|E| ZANE

Eradication Bucket

- AHIE S /AP

UA A& FY

Aolizl 7[Zt L Yo ARA|
=7t (EJEIZF =1y
Sl 54 Al, SA|

iy f04 HIO[& AlE S+

Pure Orange Shot #3 .



HHOY AT EQJ0ojete] H Y

© VM B9 el M TR
Ll AR B L

O PuresTORAGE

30 DAY RETENTION

LONG TERM RETENTION

- . Vi,
2€C = o

mmmmmmmmmniy,

FlashBlade f&F

!

s

FlashArra
RANSOMWARE yE
PROTECTION SPACE EFFICIENT BACKUP
STORAGE

RAPID RESTORE FOR
OPERATIONAL RECOVERY

Snapshots

Third Party Storage

B [T

Veeam Backup
Snapshots Repository

SafeMode Snapshots

Pure Orange Shot #3 .



&)

N

DRR Anomaly
Detection

©2024 Pure Storage

Assessment

Data Protection

Appliances (13)

Sustainability

0000

« X
FA-PROD-01
ASSESSMENT Last Assessed: 2023-05-04 06:00:00
@ cCaution
VOLUME
Capacity 62T
DRR 24

FA-PROD-01 X
Total 7.5% of volumes identified for significant drops wrt DRR in the last week.
29 Volumes Volume DRR drop (%) v UK
A /aliime 74% DRR Anomalies detected
Today
= 105
v|  Volume_15 74%
9
~|  Volume_2 73%
75
v| . Volume_7 73% A significant DRR drop due to a recent workload
o 6 change or a potential malicious attack
B} Anomaly start date: 05/11/2023
~|  Volume_24 73% 45
Timestamp: 04/27/2023 01:00
S
]
€ 3
Volume_3 37% s
g ——
o
9 15
@
Volume_6 35% =
a
0
Mar. 20 Mar. 27 Apr.3 Apr. 10 Apr. 17 Apr. 24 May. 1 May. 8
Volume_8 35%
Did you find this information useful for this appliance?
Volume_12 31%
0 Yes © No
Selections (5) v 110 of 29 <[>

Pure Orange Shot #3 o




Aot 4 thS 24| 178 Atz

ol

- A P2z sl A5 A] L ARAE AR 2m2f|o]d

o

Status : Ransomware attack occured on Jun 14th.

2022-06-14 02:59:54 | 1949506 | customer | pureuser | purepgroup destroy
2022-06-14 03:00:00 | 1949507 | customer | pureuser | purepgroup destroy
2022-06-14 03:00:06 | 1949512 | customer | pureuser | purepgroup destroy

alil7{of| 2|5
C|o[E] &=} 2

O PuresTORAGE

|_
==
2
b
=

Eradication Bucket

- MA|E S E/A YA

> UAl M &Y

- Aol Rl 7[ZF L of AbA|
=7t (I'.;*E‘—IZF Zgh

-oilH 54 Al, SA|
%‘ROHH CIOIE] AH S+

Akl > SafeMode 7|7H 52 HZF

Pure Orange Shot #3



(o] [

#2. CHF2| H|O|E{0f] Ciet = 11=5 G|O]E] S+

-

U &
J Al HHOH ©. HE__I.L I. L2l I.
A2HAl Bl of 227t LN
// - ! - Q
- " 4 v ;
! el L Z|CH|A 2| Z|CH 14.0TB/AIZH
{ 5 I =2 N 832 £|CH 14.1PB
. , Cloud Tier A A Z|CH 42.2PB
~
728 12TB~256TB
Cloud Tier AL A| *|C}f 768TB
g

M2 X 2P4S

https://iwww.delltechnologies.com/asset/ko-kr/products/data-protection/briefs-summaries/powerprotect-data-manager-appliance-ds.pdf

O puresTORAGE Pure Orange Shot #3 _



If You Thought Database Restores Were
Slow, Try Restoring From ansi=hy@=Sekes
C

By: Denny Cherry

Published On: July 20, 2015

Recently | did something which | haven't had to do for a VERY long time, restore a database off of an
EMC Data Domain. Thankfully | wasn't restoring a failed production system, | was restoring to a
replacement production system, so | was getting log shipping setup.

I've worked in plenty of shops with Data Domains before, but apparently I've blocked out the memories
of doing a restore on them. Because if your backups are done the way EMC wants them to be done to
get the most of the Data Domain (uncompressed SQL Backups in this case) the restore process is
basically unusable. The reason that we are backing up the databases uncompressed was the allow the
Data Domain to dedupe the backups as much as possible so that the final backup stored on the Data
Domain would be as small as possible so that it could be replicated to another Data Domain in another
data center.

The database in this case is ~6TB in size, so it's a big database. Running the restore off of the EMC Data
Domain, was painfully slow. | canceled it after about 24 hours. It was at ~2% complete. Doing a little bit
of math that database restore was going to take 25 days. While the restore was running we tried calling
EMC support to see if there was a way to get the EMC Data Domain to allow the restores to run faster,
and theyanswer was no, that's as fast as it'll run.

After stopping the restore, | backed up the same database to a local disk, and restored it to the new
server from there. This time the restore took ~8 hours to complete. A much more acceptable number.
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If you are using EMC's Data Domain (or any backup appliance) do not use that appliance as your only
location of your SQL Server backups. These appliances are very efficient at writing backups to them, and
replicating those backups off to another site (which is what is being done in this case). But they are
horrible at rehydrating those backups so that you can actually restore them. The proof of this is in the
throughput of the restore commands. Here's the output of some of the restore commands that were
running. These are for full backups, so there's nothing for SQL Server to process here, it's just moving
blocks from point A to point B.

RESTORE DATABASE successfully processed 931 pages in 6.044 seconds (1.203 MB/sec).

RESTORE DATABASE successfully processed 510596 pages in 1841.175 seconds (2.166 MB/sec).
RESTORE DATABASE successfully processed 157903 pages in 440.849 seconds (2.798 MB/sec).
RESTORE DATABASE successfully processed 2107959 pages in 4696.428 seconds (3.506 MB/sec).
RESTORE DATABASE successfully processed 77307682 pages in 118807.557 seconds (5.083 MB/sec).
RESTORE DATABASE successfully processed 352411 pages in 816.810 seconds (3.370 MB/sec).
RESTORE DATABASE successfully processed 8400718 pages in 23940.799 seconds (2.741 MB/sec).
RESTORE DATABASE successfully processed 51554 pages in 111.890 seconds (3.599 MB/sec).
RESTORE DATABASE successfully processed 1222431 pages in 3167.605 seconds (3.014 MB/sec).

The biggest database there was restoring at 5 Megs a second. That was 33 hours to restore a database
which is just ~606,816 Megs (~592 Gigs) in size. Now before you blame the SQL Server’s or the network,
all these servers are physical servers running on Cisco UCS hardware. The network is all 10 Gig
networking, and the storage on these new servers is a Pure storage array. The proof that the network
and storage was fine was the full restore of the database which was done from the backup to disk, as
that was restored off of a UNC path which was still attached to the production server.

When testing these appliances, make sure that doing restores within an acceptable time window is part
of your testing practice. If we had found this problem during a system down situation, the company
would probably have just gone out of business. There's no way the business could have afforded to be
down for ~25 days waiting for the database to restore.

Needless to say, as soon as this problem came up, we provisioned a huge LUN to the servers to start
writing backups to. We'll figure out how to get the backups offsite (the primary reason that the Data
Domain exists in this environment) another day (and in another blog post).

Denny
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.002 290 1039.0 8. 68. 0.633 0.516 9.893 3.12 3.24 9.291 0.7 24.7 6.1
.003 291 61.0 0. 86. 0.571 0.533 0.826 0.91 1.18 0.176 30.1 2.5 0.9
002 292 0.0 0. 0 . 0.000 0.000 0.000 0.00 0.00 0.000 32.06 1.9 0.8
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203 298 2.0 a a8 2000 0000 0 000 2.00 900 0000 320 10 07
.003 299 4456.8 34, 68. 29.149 0.439 92.808 7.72 B8041.03 478,004 19.1 2.7 0.9
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May 08, 2024 interval i/o MB/sec read resp read write read write resp queue cpu% cpu%
rate 1024%%2 pct time resp resp max max stddev depth sys+u sys
.003 301 488.0 3. 66. 0.562 0.500 0.656 1.38 1.58 0.146 16.3 1.8 0.7
.003 302 435.0 3. 74, 0.530 0.480 0.676 2.55 3.85 0.233 16.2 1.9 e.7
003 303 6882.0 53. 69. 28.450 25.656 34.796 12014.15 12017.89 578.046 4.5 36.7 18.9
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.0083 305 998.0 7. 71. 0.458 0.450 0.478 4.75 5.16 0.314 8.5 27.8 6.9
.003 306 991.0 7. 72. 0.466 0.463 0.476 3.26 5.69 0.339 0.5 27.9 7.3
003 307 1041.0 8. 70. 0.439 0.444 0.426 3.55 1.31 0.214 0.5 28.0 6.9
003 308 992.0 7. 71. 0.474 0.458 0.515 6.77 2.53 0.308 0.5 28.4 7.0
.003 309 1051.0 8. 69. 0.454 0.447 0.471 2.14 2.04 0.206 8.5 27.4 6.8
.002 310 1037.0 8. 69. 0.516 0.525 0.496 10.47 3.29 0.536 0.5 28.0 7.0
.003 311 943.0 7. 69. 0.480 0.489 0.460 7.57 2.02 0.384 0.5 28.1 7.1
003 312 1054.0 8. 70. 0.566 0.565 0.567 31.54 22.73 1.588 0.6 27.9 7.4
003 313 1007.0 7. 72. 0.503 0.496 0.521 9.72 7.29 0.512 0.5 28.6 7.7
.003 314 986.0 7. 72 0.490 0.481 0.513 5.81 3.45 0.332 0.5 28.8 7.4
803 315 966.0 7. 68. 0.78@ 0.886 9.551 44,19 30.44 3.448 0.8 27.6 7.1
003 316 981.0 7. 70. 0.618 0.686 0.461 42.78 1.95 2.249 0.6 27.4 6.7
.003 317 1052.0 8. 71. 0.458 0.457 0.461 2.57 3.91 0.244 8.5 27.5 6.8
803 318 999.0 7. 70. 0.491 0.477 0.523 4.56 2.13 0.263 0.5 27.0 6.5
002 319 993.0 7. 70. 0.451 0.446 0.464 1.87 1.84 0.187 0.4 26.7 6.4
.003 320 985.0 7. 70. 0.458 0.455 0.464 6.27 2.19 0.301 8.5 27.3 6.6
002 321 940.0 7. 69. 0.441 0.440 0.442 5.36 3.93 0.261 0.4 27.2 6.5
.003 322 1023.0 7. 71. 0.460 0.461 0.456 7.66 1.82 0.297 0.5 27.4 6.8
003 323 978.0 7. 70. 0.453 0.445 0.471 2,59 4.33 0.263 0.4 27.0 6.5
003 324 1017.0 7. 70. 0.457 0.458 0.455 3.97 5.11 0.293 0.5 26.8 6.5
.0e3 326 974.0 7. 68. 0.469 0.463 0.481 5.04 6.41 0.410 8.5 26.8 6.5
003 326 1047.0 8. 70. 0.468 0.454 0.501 4.27 5.51 0.335 0.5 25.8 6.
003 327 967.0 7. 74. 0.466 0.469 0.457 18.18 3.25 0.614 0.5 26.3 6.i
g T i =
|-+~ policy='service-time @' prio=8 status=enabled “”’1 ”
| |- 7:0:0: sdac 65:192 failed faulty running ol
| I-7 sdcl 69:144 failed faulty running 1> Database Time
WEET 20 sdje 8:384 failed faulty running
| ‘- 10 20 sdln 68:336 failed faulty running
‘=+- policy='service-time @' prio=50 status=active
|- 9:0:0:220 sdeq 129:32 active ready running L epu
|- 9 220 sdgv 132:176 active ready running X
|- 1 :220 sdns 71:48@ active ready running
- 11:0:1:220 sdpx 131:368 active ready running
fa_ASM-REDO-ve5 (3624a93708b827374584d40bb0004Cc299) dm-18 PUR sec Moving Average)
E,FlashArray 321
$ize=206 features='@' hwhandler='1 alua'
|-+~ policy='service-time @' prio=e status=active 2R
| |- 7:0:0:215 sdx 65:112 failed faulty running Transactions FPer Second
sdcg 69:64 active faulty running 21180
16 sdiz 8:304 failed faulty running
15 sdli 68:256 active faulty running
"~+- policy='service-time @' prio=10 status=enabled
-9 215 sdel 128:208 active ready r 0
I-9 215 sdgq 132:96 active ready 1:3820PM 138 43PM 139.05PM 139:28PM 13951PM
I- 1 12165 sdnn 71:48@ active ready

‘- 11:0:1:215 sdps
[root@nodel ~J# |

131:288 active ready

Users Logged On : 10
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Uncomplicate Data Storage, Forever
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